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Note that this tutorial is essential to core design of current Modeling and Simulation 
architectures.  It complements I/ITSEC tutorials on Test and Training Enabling Architecture 
(TENA) and High Level Architecture (HLA).

Intended Audience. Practitioners interested in networking, simulation interoperability and 
shared virtual environments using open standards.

Abstract. The Distributed Interactive Simulation (DIS) protocol is a well-established IEEE 
standard for packet-level exchange of state information between entities in military 
simulations. DIS facilitates simulation interoperability through a consistent over-the-wire 
format for information, widely agreed upon constant enumeration values, and community-
consensus semantics. Anyone can obtain the IEEE-1278 standard and implement their own 
compliant, interoperable, DIS application. A large variety of tools and codebases simplify this 
effort, and enable multi-architecture integration of simulations using the DIS stand baseline. 
DIS focus begins with real-time, physics-based, entity-scale simulations, providing state 
update and interaction mechanisms which can scale to large virtual environments. This 
tutorial is a "DIS 101" introduction for software implementers and an introduction to the DIS 
philosophy for simulation systems integrators. Examples are provided using the open-source 
Open-DIS library for DIS v7 and Enumerations support, available in multiple programming 
languages. Ongoing work is included in unit testing of DIS streams, and Web-based 
implementations using X3D Graphics, as well as Compressed DIS and DISv8 development. 

Grateful acknowledgement: this tutorial was originally developed by Don McGregor NPS.



Discuss how connecting all manner of simulations, 
namely Live Virtual Constructive LVC, is the 
necessary path for connecting to Command and 
Control (C2) systems.  Establishing such connections 
between traditionally separate domains is central to 
conference theme,

• “The Future is Now“

Note that, for example, common tutorial topic “What 
coordinate systems are used?” is also central to 
requirements for connecting C2 and M+S.

Slide 2 and last slide are identical.
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Communicate that this is a broad and deep topic.  Much 
information is available.  Ace card for participants: DIS 
“just works” across many systems, is much tested and 
strives to match/represent real-world activities.  So 
experience in each domain being simulated is useful.
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Emphasize that terminological clarity is always important 
when modeling cross-domain interactions.
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Stress final point, encourage participants to consider LVC 
in their individual domains of interest.
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This diagram is not showing “one way to do things,” 
rather many alternative variations are possible depending 
on scenarios of interest.
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Shared state is the essence of a distributed virtual 
environment.  If participants can’t communicate well, then 
they can’t interact well.
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The tank & helicopter in the simulation are controlled by 
different hosts. The simulation running the tank needs to 
know about the helicopter’s position, and the helicopter 
needs to know about the tank’s position

We have to come to all sorts of agreements to exchange 
information. It’s harder than it looks!

We want the information to be in a standard format, 
because we don’t want to be locked into one vendor
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Convey that all of this complexity must be handled
sensibly and sharably, which is design basis of DIS.
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Stable interoperability is essential for long-term use, re-
use, sharing and advancing progress.
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Encourage participation in all three tutorials, they are 
complementary
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Encourage participation in all three tutorials, they are 
complementary
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Encourage participation in all three tutorials, they are 
complementary
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Essentials.  All the detail flows from these design 
principles.  Meaningful results are not otherwise possible.
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TCP/IP is the underlying substrate for almost all network communications. Web servers, 
streaming video, email and almost everything else you use on the internet all rely on TCP/IP 

Users typically implement things at the “application layer” at the top of the stack. This is 
where DIS lives

Somewhat confusingly, the DIS protocol is considered part of the “application 
layer” in addition to what users think of as the “application”, the visual simulation

The lower layers of the stack are responsible for delivering messages. We can usually 
ignore this part; it’s all handled by operating system vendors

We interact with the TCP/IP stack via either the User Datagram Protocol (UDP) or 
Transmission Control Protocol (TCP) APIs. 

UDP messages are like postcards: they contain a fairly small amount of data, and we need 
to address them to a destination

We can send them to one host (based on IP number): called unicast

We can send them to all hosts on a local network: called broadcast

We can send them to those hosts, on the local network or not, that are interested 
in the message: called multicast

DIS messages are contained inside of UDP packets and can use any one of these 
addressing schemes. Broadcast is very common. Multicast is better.
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In some ways TCP/UDP are yin/yang of networking.  
Helping participants understand this point helps them 
comprehend many other DIS design decisions.
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PDUs are messages.  So are email, SMS text, 2-way 
web-browser interactions, and even object-oriented 
method invocations.
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The world is a big place, many years of work by M+S 
community have established a rich vocabulary of 
messages supporting modeling and information sharing 
that reflects the real world.
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Ask participants if they have knowledge of any of these 
domains.
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ESPDU is workhorse PDU, and also affects how other 
PDUs are interpreted.
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Aha moment: triples designate “who” sent a PDU and 
can identify any participant uniquely.
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Designates “what” kind of thing this entity is.
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Subcategories flesh out the details and variations 
corresponding to each entity type.
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Note this community has met for years.  EBV values 
available in Word, XML and derivative forms.
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Note that EBV for Entity Type goes to great pains to 
maintain backwards compatibility, so almost everything 
stays stable over time.
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If you want to specify the location of an entity in DIS, you 
have to specify it in terms of how far from the center of 
the earth it is. You should also agree on the shape of the 
earth (eg WGS-84) and terrain.

Using geocentric coordinates may seem strange, but DIS 
has to account for curvature of the earth issues if the 
simulation demands it. The geospatial people have done 
the math to convert geocentric coordinates to latitude, 
longitude, altitude,  MGRS, or other coordinate systems. 
The geocentric coordinate system is often used in TENA 
and HLA

SEDRIS has provided an open source framework for 
dealing with these issues in their Spatial Reference 
Model (http://www.sedris.org/hdr1trpl.htm)
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Utility methods for conversions are how codebases 
comply and cooperate.

30



(Ensure participants understand these simple concepts.)
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This is applying relatively simple math to everyday 
physics.  This is conceptual similar to how people fly, sail 
and drive.

32



High-order handwaving!  Walk through a maneuver, 
describe what happens from each participant’s 
perspective.
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George Box:  “All models are wrong, some are useful.”

34



Hitting the “sweet spot” of where physics, math, 
networking, modeling, simulation, perception and reality 
align acceptably.
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No single optimization is possible.  This is a tradeoff so 
that DIS can meet the shared expectations of 
participants.
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Discovery of new entities, confirmation of known entities, 
learning of lost entities.
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Accurate shared time is a great benefit that helps DIS 
accurately model interactions occurring across the 
network.
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OMG the network isn’t perfect??  That is correct… this is 
an example of how we cope.

Note how DIS design turns a potential weakness into a 
robustness feature.
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But wait there’s more… a lot more.
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Theme to convey: vive la difference.
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Can we all just get along?  Yes, with commonly 
understood messages.
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Can we all just get along?  Yes, with commonly accessed 
federated object models.
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Programmers need some kind of API to create and read 
PDUs.  You may use any from a variety of software 
libraries (for example Open-DIS) but your PDU 
messaging mileage won’t vary.
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Attention to detail is necessary for the simulation 
plumbing to work properly.  Pipes + water == network 
sockets + PDU messages.
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Theme to convey: be not afraid, the IEEE DIS 
specification explains everything well.  Proof point is 
decades of interoperability by diverse participants.
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We are moving from theory to practice.
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Describe wireshark’s immense generality, availability,
capability.  Viva open source!
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Wireshark does DIS too.
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Drill down to any/every level of detail lets everyone know 
what is really happening/working (and also enables 
debugging occasional mysteries).
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Review checkpoint. We’ve covered a lot – everyone on 
board?
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Have fun out there.  Emphasize that Open-DIS strives for 
exact compliance, and errors (actual or perceived) can 
be fixed by the community.

Note current work to establish a DIS unit-test suite to 
confirm repeatability by software applications and API 
libraries.
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Typical code excerpt for sending, uses Open-DIS
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Typical code excerpt for sending to a web browser, uses 
Open-DIS
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Typical code excerpt for receiving, uses Open-DIS
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Virtue of programming: you only have to get it right once!
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Exemplar demo.  Server is being moved, will be ready for 
IITSEC (being updated for 2 classes at MOVES).
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A script moves entities around a GoogleMaps display by 
animating KML placemarks with DIS.
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A script moves entities around an OpenStreetMaps
display by animating KML placemarks with DIS.
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An HTML web-page form is used to create and send DIS 
ESPDU stream, source-code script uses Open-DIS 
JavaScript library with HTML.
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We are now moving from sending/receiving to interacting.
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Shared state for collision dynamics is fundamental to 
many many virtual environment interactions: driving, 
shooting, sensing, tracking, etc. etc. etc.
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Walk through an interaction.
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A protocol is a handshake, carefully choreographed.
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Lots more can be said!
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There is a large community of practitioners and 
programmers out there.
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Lots of work, slowly steadily progressing.  Web 
technology provides the greatest possible footprint, either 
on big internet or private military networks.
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For example: it has to be simple to be repeatable and 
reusable.
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Demo.  Server may change, details will be confirmed at 
IITSEC.
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There is no one single way to do it!  There are many 
ways… and more work to do.  Participants have an 
important role to play.
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Are we clear? Remembering key points remaining 
constant among many details.
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More references available online.  This takes study and… 
we learn most of all from practice.  Questions welcome, 
the community learns together.
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Discuss how connecting all manner of simulations, 
namely Live Virtual Constructive LVC, is the 
necessary path for connecting to Command and 
Control (C2) systems.  Establishing such connections 
between traditionally separate domains is central to 
conference theme,

• “The Future is Now“

Note that, for example, common tutorial topic “What 
coordinate systems are used?” is also central to 
requirements for connecting C2 and M+S.

Slide 2 and last slide are identical.
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