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Abstract: Communication services to support information exchange between simulation applica-
tions participating in the distributed interactive simulation (DIS) environment are defined. These
communication services describe a connectionless information transfer that supports real-time, as
well as non-real-time, exchange. Several communication profiles specifying communication ser-
vices are provided.
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Important Notices and Disclaimers Concerning IEEE Standards Documents

IEEE documents are made available for use subject to important notices and legal disclaimers. These notices
and disclaimers, or a reference to this page, appear in all standards and may be found under the heading “Im-
portant Notice” or “Important Notices and Disclaimers Concerning IEEE Standards Documents.”

Notice and Disclaimer of Liability Concerning the
Use of IEEE Standards Documents

IEEE Standards documents (standards, recommended practices, and guides), both full-use and trial-use, are
developed within IEEE Societies and the Standards Coordinating Committees of the IEEE Standards Asso-
ciation (“IEEE-SA”) Standards Board. IEEE (“the Institute”) develops its standards through a consensus de-
velopment process, approved by the American National Standards Institute (“ANSI”), which brings together
volunteers representing varied viewpoints and interests to achieve the final product. Volunteers are not neces-
sarily members of the Institute and participate without compensation from IEEE. While IEEE administers the
process and establishes rules to promote fairness in the consensus development process, IEEE does not inde-
pendently evaluate, test, or verify the accuracy of any of the information or the soundness of any judgments
contained in its standards.

IEEE does not warrant or represent the accuracy or content of the material contained in its standards, and
expressly disclaims all warranties (express, implied and statutory) not included in this or any other document
relating to the standard, including, but not limited to, the warranties of: merchantability; fitness for a particular
purpose; non-infringement; and quality, accuracy, effectiveness, currency, or completeness of material. In
addition, IEEE disclaims any and all conditions relating to: results; and workmanlike effort. IEEE standards
documents are supplied “AS IS” and “WITH ALL FAULTS.”

Use of an IEEE standard is wholly voluntary. The existence of an IEEE standard does not imply that there
are no other ways to produce, test, measure, purchase, market, or provide other goods and services related to
the scope of the IEEE standard. Furthermore, the viewpoint expressed at the time a standard is approved and
issued is subject to change brought about through developments in the state of the art and comments received
from users of the standard.

In publishing and making its standards available, IEEE is not suggesting or rendering professional or other
services for, or on behalf of, any person or entity nor is IEEE undertaking to perform any duty owed by any
other person or entity to another. Any person utilizing any IEEE Standards document, should rely upon his or
her own independent judgment in the exercise of reasonable care in any given circumstances or, as appropri-
ate, seek the advice of a competent professional in determining the appropriateness of a given IEEE standard.

IN NO EVENT SHALL IEEE BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL,
EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO: PROCURE-
MENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS
INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CON-
TRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN
ANY WAY OUT OF THE PUBLICATION, USE OF, OR RELIANCE UPON ANY STANDARD, EVEN
IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE AND REGARDLESS OF WHETHER SUCH
DAMAGE WAS FORESEEABLE.

Translations

The IEEE consensus development process involves the review of documents in English only. In the event that
an [EEE standard is translated, only the English version published by IEEE should be considered the approved
IEEE standard.
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Official statements

A statement, written or oral, that is not processed in accordance with the IEEE-SA Standards Board Operations
Manual shall not be considered or inferred to be the official position of IEEE or any of its committees and shall
not be considered to be, or be relied upon as, a formal position of IEEE. At lectures, symposia, seminars, or
educational courses, an individual presenting information on IEEE standards shall make it clear that his or her
views should be considered the personal views of that individual rather than the formal position of IEEE.

Comments on standards

Comments for revision of IEEE Standards documents are welcome from any interested party, regardless of
membership affiliation with IEEE. However, IEEE does not provide consulting information or advice pertain-
ing to IEEE Standards documents. Suggestions for changes in documents should be in the form of a proposed
change of text, together with appropriate supporting comments. Since IEEE standards represent a consensus
of concerned interests, it is important that any responses to comments and questions also receive the concur-
rence of a balance of interests. For this reason, IEEE and the members of its societies and Standards Coordi-
nating Committees are not able to provide an instant response to comments or questions except in those cases
where the matter has previously been addressed. For the same reason, IEEE does not respond to interpretation
requests. Any person who would like to participate in revisions to an IEEE standard is welcome to join the
relevant IEEE working group.

Comments on standards should be submitted to the following address:

Secretary, IEEE-SA Standards Board
445 Hoes Lane
Piscataway, NJ 08854 USA

Laws and regulations

Users of IEEE Standards documents should consult all applicable laws and regulations. Compliance with the
provisions of any IEEE Standards document does not imply compliance to any applicable regulatory require-
ments. Implementers of the standard are responsible for observing or referring to the applicable regulatory
requirements. IEEE does not, by the publication of its standards, intend to urge action that is not in compliance
with applicable laws, and these documents may not be construed as doing so.

Copyrights

IEEE draft and approved standards are copyrighted by IEEE under U.S. and international copyright laws.
They are made available by IEEE and are adopted for a wide variety of both public and private uses. These
include both use, by reference, in laws and regulations, and use in private self-regulation, standardization, and
the promotion of engineering practices and methods. By making these documents available for use and adop-
tion by public authorities and private users, IEEE does not waive any rights in copyright to the documents.

Photocopies

Subject to payment of the appropriate fee, IEEE will grant users a limited, non-exclusive license to photocopy
portions of any individual standard for company or organizational internal use or individual, non-commercial
use only. To arrange for payment of licensing fees, please contact Copyright Clearance Center, Customer Ser-
vice, 222 Rosewood Drive, Danvers, MA 01923 USA; +1 978 750 8400. Permission to photocopy portions of
any individual standard for educational classroom use can also be obtained through the Copyright Clearance
Center.
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Updating of IEEE Standards documents

Users of IEEE Standards documents should be aware that these documents may be superseded at any time by
the issuance of new editions or may be amended from time to time through the issuance of amendments, corri-
genda, or errata. An official IEEE document at any point in time consists of the current edition of the document
together with any amendments, corrigenda, or errata then in effect.

Every IEEE standard is subjected to review at least every ten years. When a document is more than ten years
old and has not undergone a revision process, it is reasonable to conclude that its contents, although still of
some value, do not wholly reflect the present state of the art. Users are cautioned to check to determine that
they have the latest edition of any IEEE standard.

In order to determine whether a given document is the current edition and whether it has been amended through
the issuance of amendments, corrigenda, or errata, visit the [IEEE-SA Website at http://ieeexplore.ieee.org/xpl/
standards.jsp or contact IEEE at the address listed previously. For more information about the IEEE SA or
IEEE’s standards development process, visit the [IEEE-SA Website at http://standards.ieee.org.

Errata

Errata, if any, for all IEEE standards can be accessed on the IEEE-SA Website at the following URL: http://
standards.ieee.org/findstds/errata/index.html. Users are encouraged to check this URL for errata periodically.

Patents

Attention is called to the possibility that implementation of this standard may require use of subject matter
covered by patent rights. By publication of this standard, no position is taken by the IEEE with respect to the
existence or validity of any patent rights in connection therewith. If a patent holder or patent applicant has
filed a statement of assurance via an Accepted Letter of Assurance, then the statement is listed on the IEEE-
SA Website at http://standards.ieee.org/about/sasb/patcom/patents.html. Letters of Assurance may indicate
whether the Submitter is willing or unwilling to grant licenses under patent rights without compensation or
under reasonable rates, with reasonable terms and conditions that are demonstrably free of any unfair discrim-
ination to applicants desiring to obtain such licenses.

Essential Patent Claims may exist for which a Letter of Assurance has not been received. The IEEE is not re-
sponsible for identifying Essential Patent Claims for which a license may be required, for conducting inquiries
into the legal validity or scope of Patents Claims, or determining whether any licensing terms or conditions
provided in connection with submission of a Letter of Assurance, if any, or in any licensing agreements are
reasonable or non-discriminatory. Users of this standard are expressly advised that determination of the valid-
ity of any patent rights, and the risk of infringement of such rights, is entirely their own responsibility. Further
information may be obtained from the IEEE Standards Association.
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Introduction

This introduction is not part of IEEE Std 1278.2™-2015, IEEE Standard for Distributed Interactive Simulation (DIS)—
Communication Services and Profiles.

Distributed interactive simulation (DIS) is a government/industry initiative to define an infrastructure for link-
ing simulations of various types at multiple locations to create realistic, complex, virtual worlds for the simu-
lation of highly interactive activities. This infrastructure brings together systems built for separate purposes,
technologies from different eras, products from various vendors, and platforms from various services and
permits them to interoperate. DIS exercises are intended to support a mixture of virtual entities with comput-
er-controlled behavior (computer-generated forces), virtual entities with live operators (human-in-the-loop
simulators), live entities (operational platforms and test-and-evaluation systems), and constructive entities
(war games and other automated simulations). DIS draws heavily on experience derived from the simulation
networking (SIMNET) program developed by the Advanced Research Projects Agency (ARPA), adopting
many of SIMNET’s basic concepts and heeding lessons learned.

In order for DIS to take advantage of currently installed and future simulations developed by different orga-
nizations, a means had to be found for assuring interoperability between dissimilar simulations. These means
were developed in the form of industry consensus standards. The open forum (including government, industry,
and academia) chosen for developing these standards was a series of semi-annual Workshops on Standards for
the Interoperability of Distributed Simulations that began in 1989. The workshops resulted in several IEEE
standards and recommended practices.

The relationship between the component documents constituting the set of IEEE DIS documents is shown in
Figure 1. Used together, these standards and recommended practices will help produce an interoperable simu-
lated environment.

Cusgnbuted Interactive
Simlation standards,
recommended practices,
and related documents

Simdation Interaperability

1278.4-1007 [EEE Tnal-
1978.1-2013 [EEE PII?_'E.E_, [E.EEﬂia.nda_rd ITSD-ED[EI.]EE_E UsthamaﬁtﬁPﬁtﬂm
Standard for Disributed for Dlﬂ:_ﬁbl.l.w:: Interactive Ru:pm:_ﬂwmﬂ ]_Jratuce far fbr_ Cnstabuited Inie:a_tlwe
Simulation— Distributed Simulation Simulation Venfication,
Interactive Simulation— X o Validati
Application Protocols Communication Services Engineering and Execution alidation,
and Profiles Process (DSEER) and Accreditation
(Feaffirmed 2010)
SIS0-REF-010
Enumerations for

Figure 1—IEEE DIS documents

The interoperability components addressed by these standards and recommended practices are:

— Application protocols
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— Communication services and profiles
— Distributed simulation engineering and execution

— Verification, validation, and accreditation

IEEE Std 1278.1™-2012 defines the format and semantics of data messages, also known as protocol data units
(PDUs), that are exchanged among simulation applications and simulation management. The PDUs provide
information concerning simulated entity states, types of entity interactions that take place in a DIS exercise,
data for management and control of a DIS exercise, simulated environment states, aggregation of entities, and
the transfer of ownership of entities. IEEE Std 1278.1-2012 also specifies the communication services to be
used with each of the PDUs.

An additional non-IEEE document is required for use with IEEE Std 1278.1-2012. This document is entitled
“Enumerations for Simulation Interoperability” and is available from the Simulation Interoperability Stan-
dards Organization, Orlando Florida.

This standard, IEEE Std 1278.2-2015, defines the communication services required to support the message
exchange described in IEEE Std 1278.1-2012. In addition, IEEE Std 1278.2-2015 provides several communi-
cation profiles that meet the specified communications requirements.

IEEE Std 1730™-2010 is recommended practice defining the processes and procedures that should be fol-
lowed by users of distributed simulations to develop and execute their simulations. It is intended as a high-
er-level framework into which low-level management and systems engineering practices native to user orga-
nizations can be integrated and tailored for specific uses. This recommended practice is intended to replace
IEEE Std 1278.3™-1996. This recommended practice is used in conjunction with IEEE Std 1278.1-2012 and
IEEE Std 1278.2-2015.

IEEE Std 1278.4™-1997, IEEE Trial-Use Recommended Practice for Distributed Interactive Simulation Ver-
ification, Validation, and Accreditation, provides guidelines for verifying, validating, and accrediting a DIS
exercise. This recommended practice, used in conjunction with IEEE Std 1730-2010, presents data flow and
connectivity for all proposed verification and validation activities and provides rationale and justification for
each step.

The principal changes between IEEE Std 1278.2-1995 and the present standard are as follows:

a) Incorporation of rules on PDU bundling

b)  Addition of section on the use of Multicast for Interest Management

¢) Definition of Internet Protocol Version 4 (IPv4) multicast service profile
d) Definition of Internet Protocol Version 6 (IPv6) multicast service profile
e) Addition of rules on maximum transmission unit (MTU)

f)  Reorganization of the document to aid readability and create a more logical place for new content such
as IPv6 and interest management

g) Addition of annex providing guidance for using IP multicast addressing
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IEEE Standard for Distributed
Interactive Simulation (DIS)—
Communication Services and Profiles

IMPORTANT NOTICE: IEEE Standards documents are not intended to ensure safety, security, health, or
environmental protection, or ensure against interference with or from other devices or networks. Imple-
menters of IEEE Standards documents are responsible for determining and complying with all appropriate
safety, security, environmental, health, and interference protection practices and all applicable laws and
regulations.

This IEEE document is made available for use subject to important notices and legal disclaimers. These
notices and disclaimers appear in all publications containing this document and may be found under the
heading “Important Notice” or “Important Notices and Disclaimers Concerning IEEE Documents.” They
can also be obtained on request from IEEE or viewed at http://standards.ieee.org/IPR/disclaimers. html.

1. Overview
1.1 General

This standard specifies the communication service requirements and applicable profiles required for use with
distributed interactive simulation (DIS) communication systems. This standard is divided into six clauses and
associated informative annexes. Clause 1 provides the scope and purpose of the standard and key assump-
tions concerning the DIS applications using the standard. Clause 2 lists references to other standards that are
required for use with this standard. Clause 3 provides a list of definitions of terms and acronyms that are used
in this standard. It is imperative for the user of this standard to thoroughly review these definitions before pro-
ceeding on to other clauses. Clause 4 contains requirements concerning the communication services at the net-
work and transport layers that are necessary to support DIS communications. Clause 5 contains requirements
to support DIS communication in the application layer. Clause 6 details the profiles recommended for use by
DIS systems. These profiles support the required communication services described in Clause 4 and Clause 5.
Annex A provides guidance for using IP multicast addressing. A bibliography is provided in Annex B.

The communication services definition for DIS employs a layered model that supports both the four-layer
Internet model defined in RFC 1122' and the seven-layer Open Systems Interconnection Reference Model
(OSIRM) defined in ISO/IEC 7498-1:1994. The communication functions of the network are divided into a
hierarchical set of layers. Each layer performs an integral subset of special functions required to communicate
with another layer of similar type.

"Information on references can be found in{Clause 2
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Examples of DIS functions provided by each layer are listed in Table 1.

Table 1—DIS functions by layer

Internet OSI Reference Se.rvwe
Example of content Requirements
Model Layer Model Layer
for DIS
PDU Bundling
7. Application PDU sizing for MTU
Interest management
4. Application 6. Presentation Data compression Clause 5
. Connection establishment
5. Session . e
Session Initiation
Application to application addressing (port)
3. Transport 4 Transport Best effort and reliable mechanisms Clause 4
2 Internet 3 Network Unicast, broadcast, and multlcgst host com-
puter to host computer addressing
. . Ethernet framing
1. Link 2. Data Link Media Access Control (MAC) addressing
1. Physical Category 5 cable, fiber optic cable

To avoid confusion between the Internet and OSI models, the layer numbers are not used in this standard, rath-
er, the OSI layer names are used. Any services that appear in the presentation or session layers in the OSI refer-
ence model are usually considered to be in the application layer in the Internet model. This standard addresses
the communication services in the network/transport layers (Clause 4) and the application layer (Clause 5).
The lower layers (data link and physical) are generally a matter of detailed network infrastructure and are not
addressed in this standard. Services that are not common to DIS simulations are not addressed. This does not
prevent DIS exercises from using those services if necessary.

Profiles are a defined set of technologies that meet the service requirements defined in Clause 4 and Clause 5.
Clause 6 includes several profiles that are typical for DIS exercises. It is up to the users to determine which
profile will satisfy the requirements for a particular exercise. Other profiles are possible and are allowed for
use by DIS simulations where necessary.

The PDUs detailed in IEEE Std. 1278.1™ define the common language by which simulation applications
communicate. This includes simulators of different and unrelated design and architecture, including instru-
mented live platforms and virtual and constructive simulations. The only restriction placed on the participat-
ing simulator or site is the way it communicates within a DIS exercise.

Where the DIS PDUs define the information passed between simulation applications, this standard defines
how the host computers for those simulation applications can be connected in a modular fashion to facilitate
the communication at the local and global levels. This will be done through the required use of communica-
tions standards that promote interoperability.

1.2 Scope

This standard establishes the requirements for the communication services to be used in a DIS simulation. This
standard supports IEEE Std 1278.1.
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1.3 Purpose

The purpose of this standard is to establish requirements for communication subsystems that support DIS
applications. This standard provides service requirements and associated profiles that can be individually se-
lected to meet specific DIS system operational requirements.

1.4 Key assumptions

This standard makes a number of assumptions about underlying requirements of the DIS application and how
they will be applied. The assumptions are as follows:

a)  Real-time considerations: Many DIS applications operate in a real-time environment that includes
live, virtual and constructive simulations. This type of environment requires timeliness in the ex-
change of information.

b)  DIS network topology: DIS applications within a site are connected via a local-area network (LAN).
Sites are connected to other sites via a wide-area network (WAN). This standard defines the functional
and performance characteristics that will be satisfied by both LAN and WAN communications service.

¢)  Multi-architecture environments: DIS applications participate in multi-architecture environments
where other simulation applications are using different protocols and architectures. Nothing in this
standard precludes a DIS application from participating in a multi-architecture environment. Multi-ar-
chitecture requirements to allow DIS to interoperate with other architectures and protocols are beyond
the scope of this standard.

d) Multiple exercises: DIS has the ability to accommodate multiple exercises over the network by as-
signing each exercise a different exercise identifier. Exercise identifiers are assigned by a procedure
outside the scope of this standard.

e)  Non-protocol data unit (PDU) traffic: The communication service is specified to support several types
of data transmission, not just DIS PDUs. Non-PDU data can coexist on the same network along with
DIS PDUs. Examples of non-PDU traffic include voice and video communications used for exercise
coordination.

f)  Network management requirements: This standard neither recommends nor precludes the use of net-
work management protocols.

g)  Security: Security requirements and methods are outside the scope of this standard.

2. Normative references

The following referenced documents are indispensable for the application of this document (i.e., they must
be understood and used, so each referenced document is cited in text and its relationship to this document is
explained). For dated references, only the edition cited applies. For undated references, the latest edition of the
referenced document (including any amendments or corrigenda) applies.

IEEE Std 1278.1™ IEEE Standard for Distributed Interactive Simulation—Application Protocols.*?

ISO/TEC 7498-1:1994, Information technology—Open Systems Interconnection—Basic Reference Model:
The Basic Model.*

>The IEEE standards or products referred to in this clause are trademarks of The Institute of Electrical and Electronics Engineers, Inc.
IEEE publications are available from The Institute of Electrical and Electronics Engineers, 445 Hoes Lane, Piscataway, NJ 08854, USA
(http://standards.ieee.org/).

“ISO/IEC publications are available from the ISO Central Secretariat, Case Postale 56, 1 rue de Varembé, CH-1211, Genéve 20,
Switzerland/ Suisse. They are also available in the United States from the Sales Department, American National Standards Institute, 11
West 42nd Street, 13th Floor, New York, NY 10036, USA.
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RFC 768, User Datagram Protocol.’

RFC 791, Internet Protocol.

RFC 793, Transmission Control Protocol.

RFC 1122, Braden, R., Requirements for Internet Hosts—Communication Layers.

RFC 2460, Internet Protocol, Version 6 (IPv6) Specification.

RFC 3493, Basic Socket Interface Extensions for IPv6.

RFC 3973, Protocol Independent Multicast—Dense Mode (PIM-DM): Protocol Specification (Revised).
RFC 4601, Protocol Independent Multicast—Sparse Mode (PIM-SM): Protocol Specification (Revised)

RFC 4604, Using Internet Group Management Protocol Version3 (IGMPv3) and Multicast Listener Discov-
ery Protocol Version 2 (MLDv2) for Source-Specific Multicast

3. Definitions, acronyms, and abbreviations

3.1 Definitions

For the purposes of this document, the following terms and definitions apply. The /EEE Standards Dictionary
Online should be consulted for terms not defined in this clause. ©

application layer: The layer of the OSI Reference Model (ISO/IEC 7498-1: 1994) that provides the means for
simulation applications to access and use the network's communications resources.

best effort service: A communication service in which transmitted data is not acknowledged. Such data typ-
ically arrives in order, complete, and without errors. However, if an error occurs, or a packet is not delivered,

nothing is done to correct it (e.g., there is no retransmission).

broadcast: A transmission mode in which a single message is sent to all network destinations, (i.e., one-to-
all). Broadcast is a special case of multicast.

cell: A volume of a routing space defined by the intersection of a given segment on each dimension. Each cell
is assigned one unique multicast address.

communication service: network software and infrastructure that provide the means to convey data between
computers and processes.

data link layer: The layer of the OSI Reference Model that provides the functional and procedural means to
transfer data between stations, and to detect and correct errors that can occur in the physical layer.

datagram: A unit of data that is transferred as a single, non-sequenced, unacknowledged unit.

dimension: An axis of a routing space. Dimensions are divided into two or more segments.

SInternet Requests for Comments (RFC) are available at http://www.rfc-editor.org/
*JEEE Standards Dictionary Online subscription is available at:http://www.ieee.org/portal/innovate/products/standard/standards
dictionary.html.
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dimension criteria: The logical rules using protocol data unit (PDU) information to determine the segment on
each dimension to which the PDU maps, ultimately determining the multicast address used to issue the PDU.

distributed interactive simulation (DIS): A time-and-space coherent synthetic representation of world en-
vironments designed for linking the interactive, free-play activities of people in operational exercises. The
synthetic environment is created through exchange of data units between distributed simulation applications
in the form of simulations, simulators, and instrumented equipment interconnected through standard comput-
er communicative services. The simulation applications can be present in one location or can be distributed
geographically.

exercise: See: simulation exercise.
host computer: A computer that supports one or more simulation applications. All host computers partici-
pating in a simulation exercise are connected by network(s) including local-area networks (LANs), wide area

networks (WANSs), radio frequency links, etc.

interest management: A means to reduce bandwidth and processing resources by causing a protocol data unit
(PDU) to be received by only the simulation applications that are interested in it.

local-area network (LAN): A communications network designed for a moderate size geographic area and
characterized by moderate to high data transmission rates, low delay, and low bit error rates.

long-haul network: See: wide-area network.

multicast: A transmission mode in which a single message is sent to multiple network destinations, (i.e., one
to many).

network layer: The layer of the OSI Reference Model that performs those routing and relaying services nec-
essary to support data transmission over interconnected networks.

network management: The collection of administrative structures, policies, and procedures that collectively
provide for the management of the organization and operation of the network as a whole.

node: A general term denoting either a switching element in a network or a host computer attached to a
network.

non-real-time service: Any service function that does not require real-time service.

Open Systems Interconnection Reference Model (OSIRM): A model that organizes the data communica-
tion concept into seven layers and defines the services that each layer provides.

peer: Elements of a distributed system that communicate with each other using a common protocol.

physical layer: The layer of the OSI Reference Model that provides the mechanical, electrical, functional, and
procedural characteristics access to the transmission medium.

presentation layer: The layer of the OSI Reference Model that frees the application processes from concern
with differences in data representation.

profile: A set of one or more base standards, and, where applicable, the identification of chosen classes, sub-
sets, options, and parameters of those base standards, necessary for accomplishing a particular function. In
this standard that function is to provide communication services appropriate for DIS simulation applications.
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protocol: A set of rules and formats (semantic and syntactic) that determines the communication behavior of
simulation applications.

protocol data unit (PDU): A DIS data message that is passed on a network between simulation applications
according to a defined protocol.

NOTE— The term PDU is used in this standard to refer to application layer PDUs (as defined in IEEE Std 1278.1) that are
passed on a network between application processes.’

protocol suite: A defined set of complementary protocols within the communication service profile.

real-time: A mode of simulation operation where 1s of real world time, as measured by a chronometer, equals
I's of simulation time.

real-time service: A service that satisfies timing constraints imposed by the service user. The timing constraints
are user specific and are such that the user will not be adversely affected by delays within the constraints.

reliable service: Acommunication service in which the received data is guaranteed to be exactly as transmitted.

routing space: A set of zero or more orthogonal dimensions used to describe the partition of transmissions for
interest management. There can be multiple routing spaces in an exercise but they cannot intersect in any way.

routing space criteria: The logical rules using protocol data unit (PDU) information to determine the routing
space to which a PDU maps.

segment: A subdivision of a dimension in a routing space. At least two segments are defined per dimension.
Each segment has explicit lower and upper bounds along the dimension or a defined discrete value to place it
on the dimension.

session layer: The layer of the OSI Reference Model that provides the mechanisms for organizing and struc-
turing the interaction between two entities.

simulation application: The executing software on a host computer that models all or part of the represen-
tation of entities, other objects and elements within the synthetic environment. The simulation application
represents or simulates real world phenomena for the purpose of training or experimentation. Examples of
simulation applications include manned vehicle simulators, computer generated forces, environment simula-
tors, and computer interfaces between a distributed interactive simulation (DIS) network and real equipment.
The simulation application receives and processes information concerning entities created by peer simulation
applications through the exchange of DIS protocol data units (PDUs). More than one simulation application
can simultaneously execute on a host computer. The simulation application is the application layer protocol
entity that implements the protocol defined in this standard.

NOTE— The term simulation can also be used in place of simulation application.

simulation entity: An element of the synthetic environment that is created and controlled by a simulation ap-
plication and affected by the exchange of distributed interactive simulation (DIS) protocol data units (PDUs).
Examples of types of simulated entities are: tank, submarine, carrier, fighter aircraft, missiles, bridges, or other
elements of the synthetic environment. It is possible that a simulation application can control more than one
simulation entity.

NOTE— Simulation entities are also referred to as entities in this standard.

"Notes to text, tables, and figures are for information only and do not contain requirements needed to implement the standard.
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simulation exercise: An exercise that consists of one or more interacting simulation applications. Simulations
participating in the same simulation exercise share a common identifying number called the exercise identifier.
These simulations also utilize correlated representations of the synthetic environment in which they operate.

simulation host: See: host computer.
simulation site: The location of one or more simulation hosts connected by a local-area network (LAN).

synthetic environment: The integrated set of data elements that define the environment within which a giv-
en simulation application operates. The data elements include information about the initial and subsequent
states of the terrain including cultural features, and atmospheric and oceanographic environments throughout
a distributed interactive simulation (DIS) exercise. The data elements include databases of externally observ-
able information about instantiable DIS entities, and are adequately correlated for the type of exercise to be
performed.

transport layer: The layer of the OSI Reference Model that accomplishes the transparent transfer of data over
the established link, providing an end-to-end service with high data integrity.

unicast: A transmission mode in which a single message is sent to a single network destination, (i.e., one to
one).

wide-area network (WAN): A communications network designed for large geographic areas. Sometimes
called long-haul network.

3.2 Acronyms and abbreviations

The following acronyms are used in this standard:

DIS distributed interactive simulation

GRE generic routing encapsulation

IGMP Internet Group Management Protocol

1P Internet protocol

1Pv4 Internet Protocol Version 4

IPv6 Internet Protocol Version 5

LAN local-area network

MLD multicast listener discovery

MMS R maximum message size that can be received
MTU maximum transmission unit

OSIRM Open Systems Interconnection Reference Model
PDU protocol data unit

PIM protocol Independent multicast

QoS Quality of Service

RTP real-time transport protocol

TCP Transmission Control Protocol

UDP User Datagram Protocol

WAN wide-area network
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4. Network/transport layer service requirements
4.1 Requirements overview

The purpose of the communication services for DIS is to provide an appropriate interconnected environment
for effective integration of locally and globally distributed simulation entities. There are many diverse aspects
of this integration, ranging from the nature of the entities represented within the common simulated environ-
ment, to the common communication interface used for receiving information from other simulators. This
standard is concerned only with the necessary communication system standards that are used to support the
integrated framework.

This clause contains the requirements for DIS communication services provided by the network and transport
layers. These requirements include support of large-scale DIS applications. The network and transport layers
services are general in purpose and not specific to DIS applications. These services are commonly provided by
the network software that is included in most computer operating systems. The services required to be provid-
ed by the communication subsystem of DIS applications are divided into three categories:

— Communication service classes
—  Performance

—  Error detection

These service requirements are based on experience with state-of-the-art distributed simulation activities as
well as projections based on anticipated use and evolution of the technology base.

4.2 Communication service classes

4.2.1 General

The capability of a single simulation to send PDUs to a group of other simulation hosts is a fundamental re-
quirement of a network supporting DIS exercises. Certain PDUs can be sent point to point.

IEEE Std. 1278.1 specifies the use of three classes of communication service as follows:

—  Class 1: best-effort multicast communication service
—  Class 2: best-effort unicast communication service

—  Class 3: reliable unicast communication service

The use of the term “multicast” in this context is in the sense of “one-to-many” communication, which by defi-
nition includes both multicast and broadcast addressing. This is in contrast to Internet Protocol (IP) multicast
addressing, which does not include broadcast. To keep the distinction clear, this standard is consistent in use of
“best-effort multicast communication service” for the former and “multicast addressing” for the latter.

4.2.2 Class 1: best-effort multicast communication service

Class 1 service is a mode of operation where PDUs are issued with a one-to-many address mechanism that al-
lows the PDU to be sent once and received by multiple host computers simultaneously. This shall be achieved
either by broadcast or multicast addressing. This service class shall add no mechanisms for reliability except
those inherent in the underlying service.

Broadcast addressing, the minimal form of best-effort multicast communication service, shall consist of si-
multaneous transmittals to a group consisting of all host computers on a LAN.
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NOTE— PDUs addressed with broadcast do not typically pass through routers so it is limited to simple LAN topologies.
Gateways are required to convert broadcast addressing into either multicast or unicast to allow more complex network
topologies.

Multicast addressing, a more general form of addressing, shall allow one-to-many communication to a group
that is a subset of all host computers and shall allow individual simulation applications to join a group of inter-
est. Multicast addressing should be supported by all simulation applications.

For networks employing multicast service beyond the minimal broadcast form, the following services shall be
required to support DIS:

a) A multicast addressing group shall be able to include members anywhere on the network.

b) The maximum number of members in a single multicast group shall be large enough to encompass all
host computers within the DIS system supported by the multicast network.

¢) The multicast service shall have the capability to support multiple, independent exercises sharing the
same networks.

4.2.3 Class 2: best-effort unicast communication service

Class 2 service is a mode of operation where the service provider shall use no added mechanisms for reliability
except those inherent in the underlying service. PDUs using Class 2 service shall use individual addressing,
implying a one-to-one form of communication. A PDU shall be issued multiple times if there is more than one
simulation application that is required to receive it.

4.2.4 Class 3: reliable unicast communication service

Class 3 service is a mode of operation where the unicast service provider shall use whatever mechanisms are
available to help ensure that the PDUs are delivered in their original sequence with no duplications, no missing
PDUs, and no detected errors. Like Class 2, the PDU shall be issued using individual addressing.

4.3 Performance

4.3.1 General

This subclause describes the performance requirements for a particular DIS exercise. The performance re-
quirements specified in this subclause refer to network bandwidth and quality of service (QoS). These perfor-
mance requirements are the basis for selection of network hardware and software in a DIS exercise.

4.3.2 Network bandwidth requirements

Network bandwidth requirements are exercise specific and shall be determined on a per-exercise basis.

4.3.3 Quality of service (QoS) requirements
4.3.3.1 Introduction

The QoS parameters defined here, and their associated requirements, provide guidance for communication
networks that will promote the reliable and timely exchange of DIS data. Although a DIS exercise or activity
can choose to use over-provisioning of bandwidth (i.e., obtaining enough bandwidth to account for estimated
peak loading plus a reserve capacity) as the primary means of meeting QoS requirements, this may not be suf-
ficient to meet all QoS requirements.

Where routers are present, the ability to configure routers to allow, for example, the prioritization of PDU
packets and processing-specific priority inside a packet header received from a simulation application is avail-
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able. In addition, a simulation application can reduce or eliminate certain QoS issues by software application
functionality related to the transmission or reception of DIS data. This has been successfully used, for exam-
ple, to reduce or eliminate network jitter related to streaming voice data.

A minimum set of recommended QoS parameters and basic transport-to-transport latency classes are provided
in this standard for guidance only. The actual QoS parameters, their associated criteria and values, are defined
by appropriate program agencies or as agreed upon by participants in a DIS exercise or activity. In the latter
case, requirements related to QoS are expected to be contained in an exercise agreement or other appropriate
documentation.

4.3.3.2 QoS classes

Two QoS classes, as a minimum, are required. They are as follows:

a)  High: The QoS required to meet requirements related to such things as maintaining a required level
of realism, critical real-time interactions, and data used by real-time visual or other sensor models are
satisfied.

b)  Normal: The QoS required to meet all other participant requirements.

4.3.3.3 QoS parameters

The following are the minimum QoS parameters required to be implemented for DIS applications:

a)  Transport-to-transport latency: Total acceptable latency between any two simulators, from the in-
put of the transport layer at the sending simulator to the output of the transport layer at the receiving
simulator.

b)  Transport-to-transport acceptable reliability: Percentage of PDUs to be delivered within the trans-
port-to-transport acceptable latency, with remaining PDUs randomly distributed over the entire
stream of PDUs.

c)  Transport-to-transport jitter: Maximum dispersion of latency among any sequence of PDUs for those
PDUs falling within the transport-to-transport acceptable reliability fraction.

d)  Transport-to-physical acceptable latency: Maximum latency between the input of the Transport layer
and the output of the Physical layer of any DIS simulation.

Table 2 provides a minimum set of recommended QoS parameters and associated values.
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Table 2—QoS parameter and recommended values

QoS Parameter Recommended values
Transport-to-transport latency High —100 ms
Normal —300ms
Transport-to-transport acceptable reliability High —98%
Normal —-95%
Transport-to-transport jitter 50 ms
Transport-to-physical acceptable latency 10 ms

NOTE 1— Voice streaming applications using the Signal PDU are unique and separate from these requirements.

NOTE 2— The use of scaled real time, i.e. when simulation time advances at a constant rate relative to real-world time
other than 1:1, will affect the required latency QoS values. When the rate is greater than 1:1 (faster than real time) the
required QoS latency values will be less than shown above; when the rate is less than 1:1 (slower than real time) the
required QoS latency values can be greater than shown above. When the rate is much greater than 1:1 the required
latency values may be such that the High QoS class of service cannot be supported.

Figure 2 shows the relationship between the QoS parameters and the Internet and OSI models.

Internet Maodel 051 Model Mote—Intersystem times include 051 Model Internet Maodel
time consumed by all media bridges,
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Figure 2—QoS parameters and the Internet and OSI models

4.4 Error detection

The DIS communications service shall include mechanisms to detect with high probability data corrupted in
transmission. Such data shall not be delivered.

5. Application layer service requirements

5.1 Introduction

The application layer includes communication services that are unique to the application being served. In the
case of DIS, the application layer provides services that are specific to communicating the DIS PDU protocol.
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While the PDU protocol itself is in the application layer, it is described in IEEE Std. 1278.1. Only the remain-
ing application services that support the PDU protocol are addressed here. This includes optimizing PDU size
based on the maximum transmission unit (MTU) in the network, PDU bundling, and services that support
interest management.

5.2 PDU sizing
5.2.1 General

The most efficient network operation is achieved when the minimum number of datagrams is used to convey
the necessary data. However, large datagrams that exceed the network MTU causes lower layers of the net-
work to fragment the datagram into smaller units for transfer through the network. The fragmentation and re-
assembly process reduces efficiency and reliability of the network. This clause describes the means to increase
efficiency by optimally sizing PDUs and PDU bundles to avoid fragmentation.

The MTU is a network parameter that indicates the largest amount of data a particular network layer can
transmit as a single unit. For example, the MTU for Ethernet frames is 1500 octets. Of those 1500 octets, IP
uses 20 octets for Internet Protocol Version 4(IPv4) or 40 octets for Internet Protocol Version 6 (IPv6) if no
optional IP headers are present. User Datagram Protocol (UDP) uses eight more octets. Thus, the MTU for the
DIS application layer in this example is 1472 octets for [Pv4 (1500-20-8) or 1452 octets for [Pv6 (1500-40-
8). Transmission Control Protocol (TCP) uses 20 octets if no optional TCP headers are present so the MTU is
1460 for IPv4 (1500-20-20) or 1440 for IPv6 (1500-40-20).

If other protocols are included below the DIS application layer, each additional layer reduces the MTU avail-
able to the DIS application layer. Examples include real-time transport protocol (RTP) and protocols added by
encryptors.

5.2.2 Determining MTU

To aid DIS implementations, a DIS exercise shall determine the smallest MTU in all networks that carry PDUs
in the exercise. The MTU shall take into account the number of octets in all protocols below the DIS appli-
cation layer (e.g., UDP/IP, RTP, encryptors, etc.). The value shall be set in the SMALLEST MTU_OCTETS
variable (see 6.3.4 in IEEE Std. 1278.1-2012) for use by all simulations and gateways in the exercise, such that
PDUs kept at or below this size are not fragmented. The SMALLEST MTU OCTETS variable is also used in
PDU bundling (see 5.3).

NOTE— A process called Path MTU Discovery can be used to determine the MTU on various paths through a network to
aid in determining the smallest MTU. Path MTU Discovery is described in RFC 1191 for IPv4 [B2] and in RFC 1981 for
IPv6 [B4].}

5.2.3 Optimal PDU size

To improve performance in DIS networks, PDUs should have a size less than or equal to SMALLEST MTU _
OCTETS, where practical.

NOTE— PDU size at or below the MTU is desirable because fragmentation and reassembly cause extra network software
processing. Also, large PDUs are more likely to suffer a network bit error. An error in any fragment causes the entire data-
gram, and thus the PDU it carries, to be discarded.

5.2.4 Larger PDUs

Simulations may send DIS PDUs and PDU bundles that are larger than the MTU, up to MAX PDU SIZE
OCTETS, which is fixed at 8192 octets (see 6.3.3 in IEEE Std. 1278.1-2012).

8The numbers in brackets correspond to those of the bibliography in
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NOTE— If'the size of a UDP datagram exceeds the MTU, the network layer fragments the datagram into multiple packets,
each with a size less than or equal to the MTU for transmission over the network. The datagram is reassembled in each
receiving host by software in the network layer so that DIS applications receive complete PDUs or PDU bundles.

5.3 PDU bundling
5.3.1 General

Bundling is defined as the process of concatenating two or more PDUs into a single network datagram so that
they can be transmitted and relayed through the network in one operation. The increase in network efficiency
by the use of bundling works best when there are many PDUs ready to be transmitted at the same time. The
number of PDUs in a bundle is typically increased by delaying the transmission for a short amount of time
while more PDUs become available to add to the bundle.

Bundling is also useful when two or more PDUs have to be delivered in order as a single coherent unit. Net-
work layers do not split datagrams so bundled PDUs will arrive at the receiver in their original concatenated
format.

5.3.2 Issuance rules for PDU bundling

Issuance rules for PDU bundling include the following:

a)  Simulations should have the capability to issue bundled PDUs. Simulations shall have the means to
enable or disable bundling based on requirements of the current exercise agreement.

b)  Simulations may choose to delay transmission of a PDU for a short amount of time to allow more
PDUs to become ready to add to the bundle. The amount of delay shall be limited to avoid an excess
increase in latency. The latency increase should be weighed against network performance gains when
determining the bundling delay. The delay introduced by bundling at the sender shall not cause the
total transport-to-transport latency to violate the QoS requirements (see 4.3.3) for any of the bundled
PDUs.

¢)  When bundling PDUs using Class 3 reliable unicast, padding octets shall not be added between PDUs
in the bundle.

d)  When bundling using Class 1 best-effort multicast or Class 2 best-effort unicast, each PDU shall start
on a 64-b boundary relative to the beginning of the first PDU in the bundle. If necessary, the sending
simulation shall add bundle alignment padding octets after the previous PDU before concatenating the
next PDU. The value of the padding octets shall be zero. Bundle alignment padding octets shall not be
added after the last PDU in a bundle. The number of padding octets, P, shall have the value as given
by:

L
P=8[§—1—L (1)

where:

L s the length in octets of the previous PDU in the bundle
[ x|is the largest integer < x + 1

e)  The resultant bundle shall contain only DIS PDUs and necessary padding octets.

f)  The contents of a PDU shall not be altered when bundling. This includes the length field in the PDU
header, which shall not be altered to include the addition of bundle alignment padding octets.

g) The total length of the PDU bundle, including padding between PDUs, shall not exceed
MAX PDU SIZE OCTETS.
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h)  The total length of the PDU bundle should not exceed the SMALLEST MTU_ OCTETS parameter
value that was configured for the simulation exercise. If an individual PDU exceeds SMALLEST _
MTU_OCTETS, then it should not be bundled with any other PDUs. Exceptions to these rules shall
be allowed in cases where the requirement to deliver two or more PDUs in order as a coherent unit
outweighs network performance. Examples of this include the following:

1) Coupled PDU extension, where one PDU is extended by bundling it with another PDU to add
extra or custom information (see 5.3.6 in IEEE 1278.1-2012).

2) Aseries of PDUs that have to be kept together for purposes of analysis or after action review and
not later interleaved with PDUs from other simulations.

i)  Anew PDU that is too large to fit in a pending bundle shall cause that bundle to be sent immediately.
The new PDU starts the next bundle.

j)  Simulations should avoid delaying PDUs with critical latency timing (e.g., signal PDUs for voice
communication) by immediately sending the bundle after adding the critical PDU.

k)  When bundling at an intermediate network device, such as a gateway, the following rules shall apply:

1) The intermediate network device shall preserve the order of PDUs received from any one
network.

2) Ifsome PDUs are discarded by filtering, the order of the remaining PDUs shall be preserved.

3) PDUs and bundles of PDUs from different simulation applications may be combined into larger
bundles. The combination of bundles shall not cause the total length of any one bundle to exceed
MAX PDU SIZE OCTETS.

1)  Only PDUs with the same destination address shall be bundled together. PDUs that are to be issued
with differing unicast, multicast, or broadcast addresses shall not be bundled. The datagram contain-
ing the bundle shall be issued once with the network address.

5.3.3 Receipt rules for PDU bundling

Receipt rules for PDU bundling include the following:

a)  Simulations should be able to receive bundled PDUs.

b) The length of the datagram provided by the network interface shall be used to determine when all
PDUs in a bundle have been processed. After processing each PDU, if more data remains in the data-
gram, the receiver shall continue to process the remaining data as an additional PDU.

c) For Class 1 best-effort multicast or Class 2 best-effort unicast, if the previous PDU did not end on a
64-b boundary, the receiver shall skip the bundle alignment padding octets to begin the next PDU. The
calculation of the number of padding octets to the next 64-b boundary shall be as specified in 5.3.2 d).

5.4 The use of multicast for interest management
5.4.1 Introduction

Interest management is a means to reduce bandwidth and processing resources by causing a PDU to be re-
ceived by only the simulation applications that are interested in it. Interest management can be achieved on
the sending side and the receiving side. Receive-side interest management is more commonly called filtering,
which is achieved by discarding uninteresting PDUs at lower levels of application software in receiving hosts.

Send-side interest management is more efficient because the network infrastructure prevents PDUs from be-
ing sent to hosts that are not interested in them, thus saving both low-level processing for the receiving hosts
and bandwidth on the segments of the networks to which uninterested hosts attach. The practical means for
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send-side interest management is the use of multiple multicast addresses, which are also referred to as multi-
cast groups.

When each PDU is issued, it is addressed to the one multicast address that has been assigned for its particular
exercise, type of PDU, and PDU content. A DIS exercise requires common criteria that define the rules for
using PDU information to assign a multicast address to each PDU. Simulations join the multicast addresses for
PDUs that match the criteria they are interested in receiving. The network routes a multicast PDU to only those
hosts that have joined its multicast address. Therefore, the PDU consumes network bandwidth and computing
resources on only the network segments and hosts that are interested in that PDU. Multicast addresses are be
used to route PDUs according to filtering criteria such as Exercise ID, PDU Type, site specific information,
and geographic area of interest.

Figure 3 shows an example of the use of multicast in a complex wide-area network (WAN) exercise to limit the
use of network bandwidth and host processing to the minimum possible. Only those hosts that have subscribed
to the particular multicast address for a given PDU will receive it. The switches and routers in the network are
cognizant of which hosts have subscribed and route the PDU accordingly.

Publish

Layer 3

Subscribe Switch

P

Subscribe

Figure 3—Multicast routing in a WAN

To interoperate properly, it is critical that all simulations in an exercise agree on the mapping of PDUs to mul-
ticast addresses. A general set of terminology and rules using the concept of routing spaces makes it possible to
unambiguously map the publishing and subscribing of PDUs to the correct multicast addresses.
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5.4.2 Multicast address assignment

The following rules apply to exercises that use routing space terminology:

a)  The first level of assignment of multicast addresses is the routing space. An exercise shall define one
or more routing spaces, which are the divisions of PDUs, into categories that are of interest to the
exercise.

b) Routing spaces shall have zero or more dimensions. Dimensions define the axes of the space.
¢) Arouting space with no dimensions (a point space) shall be assigned one unique multicast address.

d) If a dimension is defined for a routing space, the dimension shall be subdivided into two or more
segments.

e) The intersection of a set of segments, one per dimension, defines a cell. Each cell shall be assigned a
unique multicast address (see 5.4.4).

5.4.3 Routing space and dimension criteria
5.4.3.1 General

Multicast address assignment criteria are the rules that apply to a set of PDU fields and information that deter-
mine how a PDU maps to a routing space and segment on each dimension. There are two types: routing space
criteria and dimension criteria. The routing space criteria determine the routing space to which the PDU maps.
The dimension criteria determine the segment on each dimension to which the PDU maps.

5.4.3.2 Rules

The following rules apply to multicast address assignment criteria:

a)  Multiple field values in a PDU may be combined in an algorithmic way to form routing space and
dimension criteria.

b)  There shall be one dimension criterion per dimension in the space.

¢) Ciriteria values may be defined for a PDU that are not fields in the PDU. For example, a signal PDU in a
radio routing space can have a frequency criterion even though the signal PDU has no frequency field.
The frequency is obtained from the transmitter PDU associated with the signal.

d) A simulation may publish to multiple multicast addresses but each PDU shall be issued to only one
multicast address. Routing spaces, dimensions, segments, and criteria shall be defined so that any giv-
en PDU maps unambiguously to a single multicast address.

5.4.3.3 Example

Table 3 shows an example routing space. The routing space criterion is PDUs whose protocol family is set to
Simulation Management. The first dimension criterion is a PDU type combined into logical groupings. The
first dimension criterion also specifies that acknowledge PDUs use the segment for the PDU they are acknowl-
edging. The second dimension criterion is the Site Number field of the receiving entity ID record in the PDU.
The multicast assignment to cells in the routing space is explained in 5.4.4.
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Start/Resume, Action Request,
Receiving ID site (?::;)t/el:]?:tzif;, Data, Set Data, Data Query A]f:t‘i/gg tli:esgg:‘lts, ©
Remove Entity Comment
Site 45 224.252.53.n 224.252.54.n 224.252.55n
Site 28 224.252.50.n 224.252.51.n 224.252.52.n
Site 12 224.252.47.n 224.252.48.n 224.252.49.n
ALL_SITES 224.252.44.n 224.252.45n 224.252.46.n

5.4.4 Assignment of multicast addresses in routing spaces
5.4.4.1 Rules

The following rules apply to the assignment of the multicast address used to issue or subscribe to a PDU.

a)  The lowest octet of the multicast address used when issuing a PDU shall be set to the value in the Ex-
ercise ID field of that PDU.

b)  Each routing space shall be assigned a starting multicast address by exercise agreement. The lowest
octet of the starting address shall be reserved for the Exercise ID. Each successive multicast address
assigned within a routing space shall be formed by incrementing by 1 the next to lowest octet of the
address.

c) Forazero-dimension space, the starting address shall be the only address assigned.

d) Foraone-dimension space, the starting address shall be assigned to the first segment on the dimension
axis. Successive multicast addresses shall be assigned in order along the axis.

e) For spaces with two or more dimensions, the starting address shall be assigned to the cell defined by
the first segment for all dimensions. Addresses shall be assigned successively along the cells deter-
mined by increasing segments of the first dimension axis until its last segment is reached. Then, as-
signment shall proceed to the second segment of the second dimension and continue along the first di-
mension segments. This shall be continued until all second-dimension values have been assigned. The
process shall repeat for each of the remaining dimensions in order until all cells have been assigned.

f)  The set of addresses used in one space shall not overlap with those of any other space.

5.4.4.2 Example

Table 4 shows how multicast addresses are assigned in an example routing space with two dimensions. The
starting address is 224.252.12.n, where n is replaced by the Exercise ID. The segments of the first dimension
have values A—D. The segments of the second dimension have values X—Z.

Table 4—Example routings space multicast address assignment

First Dimension
Segment A Segment B Segment C Segment D
Second Di- Segment Z 224.252.20.n 224252210 224.252.22.n 224.252.23.n
mension Segment Y 224.252.16.n 224.252.17.n 224.252.18.n 224.252.19.n
Segment X 224.252.12.n 224.252.13.n 224.252.14.n 224.252.15.n

If a third dimension was added to this example with segment values J and K, the cell defined by (A, X, J)
would be assigned the starting address of 224.252.12.n. The cell defined by (A, X, K) would be assigned

27
Copyright © 2015 IEEE. All rights reserved.

Authorized licensed use limited to: NPS Dudley Knox Library. Downloaded on August 13,2021 at 13:00:16 UTC from IEEE Xplore. Restrictions apply.



IEEE Std 1278.2-2015
IEEE Standard for Distributed Interactive Simulation (DIS)—Communication Services and Profiles

224.252.24.n, which is the next successive address after the one assigned to (D, Z, J). 224.252.25.n would be
assigned to (B, X, K), and so on.

When the routing space defined by Table 4 is used in an exercise, the Exercise ID replaces the lowest octet of
every multicast address. For example, if the assigned Exercise ID is 17, all multicast addresses for PDUs in
that exercise would end with 17. A PDU that maps to this routing space and has dimension criteria C and Z
would use 224.252.22.17. Receiving simulations with interest in C and Z in this routing space would subscribe
t0 224.252.22.17.

5.4.5 Rules for interest management

Additional rules for interest management are as follows:

a)  Anattribute PDU that extends another PDU shall be sent with the same multicast address as the PDU
it extends.

b)  Voice communications, digital communications, and video may be transmitted using non-DIS PDUs.

¢) Matching transmitter and signal PDUs shall not be split across multicast groups.

6. Protocol profiles for DIS
6.1 Introduction

This clause lists the specific requirements for each of the DIS communication subsystem protocol profiles.
Each profile fulfills the recommended communication services requirements as specified in this standard. Pro-
files 1, 2, and 3 are applicable to typical LAN/WAN infrastructures. It is up to the system designer to determine
which profile is applicable to their particular system.

6.2 General profile rules

Users may create and use custom profiles. A profile shall address every service in Clause 4 and Clause 5.

All simulation applications in an exercise shall use the same profile for interoperability. Gateway applications
may convert between profiles if necessary. An example is conversion from broadcast to unicast at the LAN to
WAN boundary.

6.3 Profile 1: Internet protocol profile—IPv4 broadcast service
6.3.1 General

Profile 1 meets the service class requirements using IPv4 with broadcast and unicast addressing. At each site
using Profile 1, there shall be a LAN with a local broadcast capability. For testing, demonstrations, and exer-
cises involving multiple sites, the LANs shall be interconnected using a WAN that can provide the required
communications services at those locations.

6.3.2 Communication services

Profile 1 (Table 5) is based on the IP suite. Under Profile 1, Class 1, best effort multicast communication ser-
vice, shall be implemented using UDP over IP (UDP/IP) with broadcast addresses. Class 2, best-effort unicast,
shall be implemented using UDP/IP with unicast addressing. Class 3, reliable unicast, shall be implemented
using TCP over IP (TCP/IP).
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Table 5—Profile 1 IPv4 Broadcast Profile

Class Communication service requirements Profile 1
. UDP (RFC 768)
1 Best-effort multicast
IP (RFC 791)
. UDP (RFC 768)
2 Best-effort unicast
IP (RFC 791)
. . TCP (RFC793)
3 Reliable unicast
IP (RFC 791)

Each host computer shall support, at a minimum, the following requirements in RFC 1122:

a) IPreassembly of datagrams, with the maximum message size that can be received (MMS_R) equal to
at least 8192 octets and preferably indefinite. See Section 3.3.2 of RFC-1122.

b) IPlimited and directed broadcast address. See Section 3.3.6 of RFC-1122.
¢) IPand UDP checksums. See Sections 3.2.1.2 and 4.1.3.4 of RFC-1122.

6.3.3 Performance

Performance parameters defined in 4.3 shall apply. The values of the QoS parameters defined in Table 5 should
be established on a per exercise basis.

6.3.4 Error detection

IP and UDP checksums as specified in 6.3.2 provide the required error detection. Algorithms to detect bit
errors in lower network layers may also be employed, but shall not violate the performance requirements spec-
ified in 6.3.3.

6.3.5 PDU sizing

The optimal size of PDUs and PDU bundles shall be determined using the network MTU as specified in 5.2.

6.3.6 PDU bundling

PDU bundling shall be performed as specified in 5.3.

6.3.7 Interest management

Multicast addressing is not available for send-side interest management. Other forms of interest management
are available.

6.4 Profile 2: Internet protocol profile—IPv4 multicast service
6.4.1 General

Profile 2 meets the service class requirements using IPv4 with multicast and unicast addressing. At each site
using Profile 2, there shall be a LAN with a local multicast capability. For testing, demonstrations, and exer-
cises involving multiple sites, the LANs shall be interconnected using a WAN that can provide the required
communications services for this profile at those locations.
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6.4.2 Communication services

Profile 2 (Table 6) is based on the IP suite. Under Profile 2, Class 1, best-effort multicast communication ser-
vice, shall be implemented using UDP/IP with multicast addresses. Class 2, best-effort unicast, shall be imple-
mented using UDP/IP with unicast addressing. Class 3, reliable unicast, shall be implemented using TCP/IP.

Table 6—Profile 2 IPv4 Multicast Profile

Class Communication service requirements Profile 2
UDP (RFC 768)
IP (RFC 791)
1 Best-effort multicast Addresses (RFC 2365)
IGMP (RFC 4604)
PIM (RFC 4601, 3973)
. UDP (RFC 768)
2 Best-effort unicast
IP (RFC 791)
. . TCP (RFC 793)
3 Reliable unicast
IP (RFC 791)
NOTE— RFC 2365 [B5] specifies administratively scoped IP multicast addresses for IPv4. The address range of
224.252.0.0 to 224.255.255.255 is reserved for DIS transient groups (see RFC 2365 Section 6.3).

Host computers should implement Internet Group Management Protocol (IGMP) as defined in RFC 4604.
IGMP allows a host to inform its neighboring routers of its desire to receive IPv4 multicast transmission.

Routers should implement protocol independent multicast (PIM) to distribute multicast group subscriptions to
other routers on the network. PIM Sparse Mode is defined in RFC 4601 and Dense Mode in RFC 3973. Sparse
Mode is known to scale well for wide area usage.

Each host computer shall support the following requirements in RFC 1122:

a) IP reassembly of datagrams, with the MMS R equal to at least MAX PDU_SIZE OCTETS (see
5.2.4) octets (see 3.3.2 of RFC 1122).

b) P multicasting (see 3.3.7 of RFC 1122).
¢) IPand UDP checksums (see 3.2.1.2 and 4.1.3.4 of RFC 1122).

6.4.3 Performance

Performance parameters defined in 4.3 shall apply to this profile. The values of the QoS parameters defined in
Table 2 should be established on a per exercise basis.

6.4.4 Error detection

IP and UDP checksums as specified in 6.4.2 provide the required error detection. Algorithms to detect bit
errors in lower network layers may also be employed, but shall not violate the performance requirements spec-
ified in 6.4.3.

6.4.5 PDU sizing

The optimal size of PDUs and PDU bundles shall be determined using the network MTU as specified in 5.2.
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6.4.6 PDU bundling

PDU bundling shall be performed as specified in 5.3.

6.4.7 Interest management

Send-side interest management should use multicast addressing. Other forms of interest management are also
available. If multicast addressing is used for interest management, the following rules shall apply:

a)  The lowest octet of the multicast address used when issuing a PDU shall be set to the value in the Ex-
ercise ID field of that PDU.

b) A simulation application shall be able to join (receive) more than one multicast address at the same
time.

¢) Asimulation application should be able to join and drop its membership to an address at any time.

d) The exercise agreement shall specify the multicast address assignment as described in 5.4.

6.5 Profile 3: Internet protocol profile—IPv6 multicast service
6.5.1 General

Profile 3 meets the service class requirements using IPv6 with multicast and unicast addressing. At each site
using Profile 3, there shall be a LAN with an IPv6 local multicast capability. For testing, demonstrations, and
exercises involving multiple sites, the LANs shall be interconnected using a WAN that can provide the re-
quired communications services for this profile at those locations.

NOTE—IPv6 does not provide a strict “broadcast” capability. Instead, to emulate a broadcast capability, IPv6 provides an
“all hosts” multicast group.

6.5.2 Communication services

Profile 3 (Table 7) is based on the IP suite. Under Profile 3, Class 1, best-effort multicast communication
service, shall be implemented using UDP/IPv6 with multicast addresses. Class 2, best-effort unicast, shall be
implemented using UDP/IPv6 with unicast addressing. Class 3, reliable unicast, shall be implemented using
TCP/IPv6.

Table 7—Profile 3 IPv6 Multicast Profile
Class Communication service requirements Profile 2
UDP (RFC 768)
IPv6 (RFC 2460)
1 Best-effort multicast Addresses (RFC 2365)
MLD (RFC 4604)
PIM (RFC 4601, 3973)
UDP (RFC 768)
IPv6 (RFC 2460)

2 Best-effort unicast

Table continues
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Table 7—Profile 3 IPv6 Multicast Profile (continued)

Class Communication service requirements Profile 2
. . TCP (RFC793)
3 Reliable unicast
IPv6 (RFC 2460)

NOTE— RFC 2365 specifies administratively scoped IP multicast addresses for IPv4. The address range of
224.252.0.0 t0 224.255.255.255 is reserved for DIS transient groups (see RFC 2365 section 6.3). Section 8 of RFC
2365 gives the mapping from IPv4 multicast prefixes to IPv6 scope values, which, for the range allotted to DIS is glob-
al (OxE). However, this standard does not specify rules regarding the scope or address allocations.

Host computers should implement multicast listener discovery (MLD) as defined in RFC 4604. MLD allows a
host to inform its neighboring routers of its desire to receive IPv6 multicast transmissions.

Routers should implement PIM to distribute multicast group subscriptions to other routers on the network.
PIM Sparse Mode is defined in RFC 4601 and Dense Mode in RFC 3973. Sparse Mode is known to scale well
for wide area usage.

Each host computer shall support the following requirements in RFC 1122:

a) IP reassembly of datagrams with the MMS R equal to at least MAX PDU_SIZE OCTETS (see
5.2.4) octets (see 3.3.2 of RFC 1122)

b) IPmulticasting (see 3.3.7 of RFC 1122)
c¢) IPand UDP checksums (see 3.2.1.2 and 4.1.3.4 of RFC 1122)

6.5.3 Performance

Performance parameters defined in 4.3 shall apply to this profile. The values of the QoS parameters defined in
Table 2 should be established on a per exercise basis.

6.5.4 Error detection

IP and UDP checksums as specified in 6.5.2 provide the required error detection. Algorithms to detect bit
errors in lower network layers may also be employed, but shall not violate the performance requirements spec-
ified in 6.5.3.

6.5.5 PDU sizing

The optimal size of PDUs and PDU bundles shall be determined using the network MTU as specified in 5.2.
Simulation applications shall not use IPv6 jumbograms (see RFC 2675 [B6]) for individual or bundled PDUs.

6.5.6 PDU bundling

PDU bundling shall be performed as specified in 5.3.

6.5.7 Interest management

Send-side interest management should use multicast addressing. Other forms of interest management are also
available. If multicast addressing is used for interest management, the following rules shall apply:

a)  The lowest octet of the multicast address used when issuing a PDU shall be set to the value in the
Exercise ID field of that PDU. For example, an IPv4 multicast address for Exercise ID 3 might be
224.252.7.3 and the corresponding IPv6 address for a link-local scope might be ff12:: e0fc:703 (the
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key point of this example is that 224.252.7.3 converts as e0fc:703). For an unauthoritative global
scope, the first four nibbles (high 16 b) would be ffle.

b) A simulation application shall be able to join (receive) more than one multicast address at the same
time.

¢) Asimulation application should be able to join and drop its membership to an address at any time.

d) The exercise agreement shall specify the multicast address assignment as described in 5.4.
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Annex A

(informative)

Guidance for using IP multicast addressing

A.1 Introduction

This annex provides guidance in setting up networks and applications for the use of multicast addressing in
DIS exercises.

A.2 Socket options for IP multicast

Enabling multicast for sending and receiving and managing multiple multicast addresses and UDP ports is
typically done in DIS middleware. At the sockets programming level in middleware, multicast is enabled and
configured with a set of socket options using the setsockopt() function. The details of each option are readily
available on the web or in a textbook on network programming.

For IPv4, the socket options of interest for multicast are as follows. These use option level IPPROTO _IP.
IP. ADD MEMBERSHIP: subscribes to a multicast address for receiving. Can be called any number
of times to subscribe to multiple multicast addresses.
I[P DROP_MEMBERSHIP: unsubscribes from a multicast address.

IP_ MULTICAST IF: indicates which network interface to use when sending multicast through this
socket. Otherwise, it will use the host’s default multicast route.

I[P MULTICAST TTL: Sets the multicast Time-to-Live, which is the maximum number of routers
(hops) the datagram will be routed through before it is discarded.

I[P MULTICAST LOOP: Enabled by default, allows other sockets within the same host to receive
multicast PDUs sent by that host. Disabling it has the advantage of a simulation not receiving its own
PDUs, but has the disadvantage of preventing other simulations or simulation sub-systems running on
the same host from seeing the PDUs.

A similar set of socket options is used for IPv6. These are described in RFC 3493. The option level is
IPPROTO_IPV6.

IPV6 _JOIN_ GROUP or IPV6_ ADD MEMBERSHIP
IPV6_LEAVE GROUPor IPV6 DROP_MEMBERSHIP
IPV6_MULTICAST IF

IPV6_MULTICAST HOPS

IPV6_MULTICAST LOOP

A.3 Generic routing encapsulation

Not all WANSs are capable of routing multicast. It is also common that encryptors are not able to forward
multicast properly. These problems are solved with generic routing encapsulation (GRE) tunnels, described
in RFC 2784 [B7]. The GRE protocol allows routers on the edge of the WAN or on the simulation side of the
encryptor (the red or unencrypted side) to tunnel multicast through the encryptors and WAN by encapsulating
it in unicast datagrams.
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There are two disadvantages to GRE compared to general WAN multicasting. The routers that perform the
GRE tunneling require manual configuration to know about each other. This configuration is static for the ex-
ercise but would have to be changed as sites are added or removed from the network.

The other disadvantage is that the replication of multicast datagrams is no longer done in the WAN. Instead
of PDUs being replicated as close as possible to their destinations, they can only be replicated in the routers
that are part of the GRE configuration. This potentially requires multiple copies of the same PDU to be unicast
by that router to the other GRE routers it connects to. However, the network can be designed to have multiple
GRE “hubs” depending on the geographic location of the sites so that any one PDU is replicated by GRE at the
hub closest to a destination. PDUs between hubs need only be transmitted once.

Figure A.1 repeats the example of Figure 3 (see 5.4.1) with the addition of encryptors. GRE is enabled and
configured in the routers on the red side of the encryptors. All LAN traffic is multicast, shown by solid lines,
so the simulation hosts are unchanged, sending and receiving multicast PDUs as before. The GRE routers con-
vert the multicast to unicast for transmission through the encryptors and WAN, shown by dashed lines. Even
though some datagrams are unicast twice over the same network segment, the GRE router at the hub site in the
middle will reduce the number of duplicated transmissions.

Multicasl —————p e‘
Unicasl =ssssssl :

Subscribe GRE

Subscribe

Encryplor

Figure A.1—GRE Tunnels

Regardless of the topology, GRE still has the advantage that the routers automatically manage the multicast
routing based on interest subscription without the need for application-specific gateways. Even if gateways are
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still desirable for their additional filtering, their design and operation is greatly simplified if they are relieved
of the broadcast-to-unicast translation and associated unicast routing configuration. Plus, at run time they are
alleviated from receiving and processing PDUs that have no local subscription.

A.4 Issues and limitations
A.4.1 Maximum number of multicast addresses

There is a limit to the number of simultaneous multicast addresses that can be handled by a given network in-
frastructure, typically on the order of 255 to 2000. This limit affects the design of multicast routing spaces for
an exercise, including the potential for multiple exercises on the same network.

A.4.2 Issues with multiple applications per host

In some computer operating systems (e.g., Linux), the multicast address of a PDU received by a host is not
used to direct that PDU among multiple applications running on the same host. Only the UDP port is used for
internal routing. If all PDUs use the same port, applications will receive unwanted PDUs from different multi-
cast addresses that were subscribed to by other applications running on the same host. This is tolerable as long
as the applications have receive-side filtering to remove unwanted PDUs. Each multicast address could be
assigned a unique UDP port but this complicates the socket implementation. A socket can receive (“bind to”)
only one port so many sockets would be required to join multicast addresses with different ports. This would
be difficult to manage since the application would be required to receive PDUs on a large number of sockets. It
is suggested that each exercise have a single, unique UDP port.

A.4.3 Issues with dynamic routing space criteria

It is possible to change multicast group subscriptions dynamically, that is, during exercise execution. A com-
monly referenced example is geographic cells with latitude and longitude dimensions, as detailed in Van Hook,
etal. [B8]. However, it can take a significant amount of time to propagate the subscription changes throughout
a complex network, possibly on the order of many seconds. An example is an aircraft entity with long-range
forward-looking radar. As the aircraft turns, the cells in the radar’s view change quickly. This causes rapid
changes in the multicast addresses it subscribes to, possibly faster than the network infrastructure can handle.

Another issue with dynamic routing space criteria is the problem of excessive address reassignment when the
value for a criterion is near the boundary between two cells. In the geographic dimension example, an entity
maneuvering near a cell boundary would often change the multicast address it uses to publish as it moves back
and forth between the cells. This would cause the entity to repeatedly disappear and reappear to receivers sub-
scribed to one cell but not the other.

There are techniques to mitigate these issues in dynamic routing spaces. For example, the use of hysteresis
avoids excessive changes in the publishing multicast address. Oversubscribing to cells that could be in view
soon avoids rapid changes in subscription. Dynamic routing space criteria should be used judiciously and only
if necessary, such as in very large-scale exercises. Careful design of the rules for publishing and subscribing is
required to avoid the issues described here.

A.5 Routing space example
A.5.1 Overview

A set of routing spaces is given here as an example that could be used by an exercise with a high number of
radar and radio PDUs. Multicast routing spaces are defined for send-side interest management of electromag-
netic emission, transmitter, and signal PDUs. All other PDUs are assigned to a default space in this example.
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Electromagnetic emission PDUs are assigned to a radar routing space. Transmitter and signal PDUs are as-
signed to a radio routing space. Separate spaces are defined because they require a different set of dimensions.
For example, radio has a voice/data link dimension while radar does not.

This set of three routing spaces is complete in that every PDU is unambiguously assigned to a single multicast
address. The default space is the simple means to make it complete.

A.5.2 Radar routing space

An example of a radar routing space is as follows (see also Table A.1):

Routing space criteria: electromagnetic emission PDUs

Number of dimensions: 1

Dimension criteria: the Frequency field of the Fundamental Parameter Data record for each beam

Starting multicast address: 224.252.10.n

Usage: clectromagnetic emission PDUs are assigned a multicast address based on their frequency values.
Simulations with systems that receive electromagnetic emissions PDUs (e.g., radar warning receivers) would
subscribe to the multicast address associated with the radar band of that system. If the system spans frequency
bands or operates near the edge of a band, it would subscribe to the multicast addresses of the adjacent bands.
It is possible that a single PDU contains information with multiple systems and/or beams that operate in differ-
ent frequency bands. If that is the case, the multiple bands multicast address is used for sending that PDU. All

receiving simulators that process electromagnetic emission PDUs subscribe to multiple bands.

Table A.1—Radar routing space

60to <100 (M) 224.252.23.n
40to<60 (L) 224.252.22.n
20 to <40 (K) 224.252.21.n
10to <20 (J) 224.252.20.n
8t0o<10(I) 224.252.19.n
6to <8 (H) 224.252.18.n

Frequency | 419 <6(G) 224.252.17.n

Range (GHz)

and Band | 3to<4(F) 224.252.16.n
2t0<3 (E) 224.252.15.n
1to<2 (D) 224.252.14.n
0.5t0<1.0(C) 224252.13.n
0.25t0<0.5(B) |224.252.12.n
0t0<0.25(A) 224.252.11.n
Multiple bands 224.252.10.n

A.5.3 Radio routing space

An example of a radio routing space is as follows (see also Table A.2):

Routing space criteria: transmitter and signal PDUs
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Number of dimensions: 2

First Dimension criteria: voice or data link as indicated by the Category field of the Radio Type record of the
transmitter PDU. This example assumes there are no NAVAID radios. This exercise uses only the following
enumerated values for Category.

— Voice radio types
* 1: Voice transmission/reception
— Data link radio types
e 2:Data link transmission/reception
e 21-26: Link 16, Link 11, EPLRS/SADL, IFDL, and MADL
e 39:IBS-I/S terminal
— Mixed voice/data link radio types
* 3: Voice and data link transmission/reception
e 27: SINCGARS terminal
e 28:L-Band SATCOM terminal

Exercises with different types of radios would have to expand this list or alter the radio routing space
accordingly.

Second Dimension criteria: frequency field of a transmitter PDU
Starting multicast address: 224.252.50.n

Usage: transmitter PDUs are assigned a multicast address based on their radio type and frequency values. The
Radio Identifier record associates signal PDUs to a transmitter. The most recent transmitter PDU for that radio
determines the radio type and frequency values used to assign a multicast address to signal PDUs. Receiving
simulations would subscribe to the multicast address associated with the type and tuning frequency of their
simulated radio. If a radio is capable of changing its tuned frequency to adjacent ranges, the simulation can
subscribe to the adjacent multicast address at all times to avoid delay in receiving PDUs as the radio tuning is
changed.

Table A.2—Radio routing space

Radio type
. . Mixed voice
Voice Data link and data link
960 MHZ and above 224.252.65.n 224.252.66.n 224.252.67.n
(UHF)
225 to 400 MHz 224.252.62.n 224.252.63.n 224.252.64.n
(UHF)
Frequen- 108 to 144 MHz 224.252.59.n 224.252.60.n 224.252.61.n
cy range (VHF)
(MHz) 30 to 88 MHz 224.252.56.n 224.252.57.n 224.252.58.n
(VHF)
100 KHz to <30 MHz 224.252.53.n 224.252.54.n 224.252.55.n
(HF)
All other frequencies 224.252.50.n 224.252.51.n 224.252.52.n
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A.5.4 Default routing space

An example of a default routing space is as follows:
Routing space criteria: PDUs not in other routing spaces
Number of dimensions: 0

Multicast address: 224.252.1.n
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